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INTRODUCTION

Software fault is defined as a condition that does not
allow the software to perform its expected function.
Some of the common software faults are syntax,
algorithmic, computation, documentation, hardware,
system software and stress etc. Software testing is
defined as the process of detecting the faults during
the software development process. As the presence of
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Failure in the test case execution removes the test case from the cache memory for optimizing the memory space. The
results from all the nodes in the distributed cloud environment are merged for providing the final test report.
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faults affects the software quality, the software testing
and fault prediction are mandatory. After the
generation of a high-quality software, it is validated
for faults. If the software is detected to be faulty, suitable
measures are adopted for correcting the faulty module.
Whereas, when the software is non-faulty, the next
processes are executed. Software testing demands the
resources such as application performance, reliability,
security, functionality and speed Narula(2014). Thus,
to satisfy these demands, the distributed cloud
computing environment is used. Exploiting the cloud
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for software testing and maintenance has the following
advantages,

       • Increased security

         • Reduced cost requirement for testing process

         • Enhanced testing efficiency

         • Optimal performance testing

Parthiban and Karthik (2014) proposed a dependency
estimation based test case prioritization technique for
determining the dependencies between the test cases.
When compared to the random and untreated test
cases, the prioritized test cases provided optimal results
for the metrics such as precision, recall, F-Measure and
accuracy. Nguyen, et al. (2011) suggested a hierarchical
agglomerative clustering algorithm for enhancing the
execution efficiency of the tasks in distributed cloud
environment. The key advantage of the proposed
algorithm was minimal execution time. But, its
efficiency in integrating the map-reduce framework
was not discussed. Li, et al. (2013) proposed a patient-
centric framework for providing an efficient data access
control. The Attribute-Based Encryption (ABE)
technique is used for encrypting the Personal Health
Record (PHR).  Experimental results proved that the
proposed framework enhanced the security, scalability
and efficiency.

Rewagad and Pawar (2013) enhanced the
confidentiality of the cloud data using digital signature
and Diffie-Hellman key exchange integrated with
Advanced Encryption Standard (AES). The Diffie-
Hellman key exchange algorithm protected the data
even if it was hacked. Malik and Kumar(2015) proposed
a data protection model for  protecting the data from
cloud environment attackers. The data is encrypted
using AES algorithm and authenticated using the
Diffie-Hellman algorithm. The suggested model
enhanced the confidentiality and security. Further, the
overhead for the key computation was reduced. Ma, et
al. (2015) suggested a Distributive Big Data Clustering
algorithm based on Local Remote Coordination
(DBDC-LRC) for minimizing the transmission cost and
enhancing the clustering accuracy. The suggested
approach provided increased accuracy, increased
robustness and minimal cost requirement.

Definition of the Problem

Software testing is the periodic monitoring of
reliability, security, speed, application performance
and functionality of the software. The increase in the
complexity of the business applications demands an
efficient testing facility. Thus, to satisfy these
requirements, the cloud testing is preferred. The test
case is a document that contains the test data,  pre-
conditions, anticipated outcome and post conditions.

The similar test cases are clustered for enhancing the
speed of the test case execution. Some of the commonly
used clustering algorithms are agglomerative
clustering and K-Means clustering. But, these
algorithms do not provide an optimal clustering
performance because the agglomerative clustering has
the demerits such as increased distance between two
clusters, sensitive to noise and inability to handle
variable sized clusters. Further, the K-Means algorithm
finds difficult to predict the K-value. As the cloud
environment is prone to various security threats, the
cryptographic algorithms such as Advanced
Encryption Standard (AES) and Data Encryption
Standard (DES) are commonly used for securing the
test cases. But, these algorithms are not optimal in
securing the test cases.

Thus, to enhance the security of the test cases, an
optimal cryptographic algorithm is mandatory. The
error logs created during the execution of the test cases
are exploited for providing an efficient software fault
prediction. As the error logs are obtained from multiple
users, the fault prediction becomes difficult. Thus, to
address the issues in the existing approaches, an
efficient weight- based prioritization technique with
distance based K-Means algorithm is proposed. At
first, the suggested approach initializes the test case
dataset then the weight-based prioritization technique
is suggested for estimating the support value of all the
test cases. With the estimated weight values, the test
cases are prioritized. The K-Medoid algorithm clusters
the test cases with an objective of minimizing the target
function. The test case clusters are protected from
various security threats using Attribute-based ECC
algorithm. The memory space is optimized by removing
the failed test cases from cache memory. While
executing the test cases, each user may encounter
different errors. Thus, the FSS algorithm is proposed
for removing the irrelevant features from the error logs
then the DKM algorithm is used for clustering the error
logs based on the faults that are responsible for the
error.

Scope of Research Work

This research work mainly aims at providing a secure
software testing in the distributed cloud environment.
The key objectives of this research work are as follows,

• To prioritize the test cases using weight-based
prioritization technique.

• To implement the cosine similarity based K-Medoid
clustering algorithm for clustering the prioritized test
cases.

•To enhance the security of the test case execution using
attribute key based Elliptic Curve Cryptography (ECC)
algorithm.

Enhancing software testing framework in public cloud
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• To reduce the irrelevant data using Feature Subset
Selection (FSS) algorithm

• To implement the Distance based K-Means (DKM)
algorithm for clustering the big data.

Methodology

Software testing is the key phase involved in the
software development life cycle. To minimize the cost
of the testing process, the test cases are prioritized.
There exists multiple techniques such as Dependency
Structure Prioritization (Nivethitha & Sriram, 2013),
fuzzy expert system (C. Hettiarachchi, 2016), modified
Ant Colony Optimization (m-ACO) (K. Solanki, 2015)
for prioritizing the test cases, but these techniques
consume more execution time for the prioritization
process. Further, it consumes more computation time
for the encryption and decryption processes. Thus, to
overcome these limitations, an efficient weight based
prioritization technique is suggested. Initially, a test
case dataset is initialized,the distributed cloud
environment is created with ‘N’ number of nodes then
the test case dataset ‘D’ is initialized. Every test case
in the dataset ‘D’ is allocated a test case ID.Then the
similarity between the test cases are estimated using
the cosine similarity for generating an adjacency
matrix. Based on the generated matrix, the weight
based prioritization technique prioritizes the test cases.
Finally, the similar test cases are clustered using the
K-Medoid clustering algorithm. To enhance the
security, an elliptic curve cryptography is suggested.
Further, by eliminating the failed test cases from the
cache memory, the memory optimization is achieved.
When the software testing is executed as a SaaS in
cloud, it may encounter various faults. Thus, to cluster
these faults, the distance based K-Means clustering
algorithm is proposed.

Original Contributions

Contribution 1: A weight based prioritization
technique for secure software testing in distributed
cloud environment

Software testing is defined as the process of periodic
monitoring of faults that occur during the software
development. An efficient software testing demands
the resources such as increased performance,
reliability, security, functionality and speed. Thus, to
meet all these demands a distributed cloud
environment is deployed. One of the important
techniques used for testing is test case prioritization.
It prioritizes the test cases based on the factors such as
importance, functionality and business impact, etc.
Multiple techniques like information retrieval based
prioritization, dependency structure prioritization
and fuzzy expert system are used in the existing for
prioritizing the test cases. But, these techniques

consume more execution time and memory
consumption for the prioritization process. Thus, to
address these issues, an efficient software testing
framework with weight-based prioritization technique
is proposed. The suggested framework initializes the
test case and determines the most frequent test case in
the dataset. The weight of the similar test cases is
determined using cosine similarity. Based on the
estimated weight value, the proposed weight based
prioritization technique prioritizes the test cases. After
the prioritization process, the K-Medoid algorithm
clusters the similar test cases.  The securities of the test
cases are enhanced by the attribute key-based Elliptic
Curve Cryptography (ECC) algorithm. Further, the
memory consumption of the test case execution is
reduced by using the cache memory.

Initially, the test case dataset ‘D’ is initialized, then for
every test case in the dataset, a test case ID is allocated.
The similarity between the test cases is estimated using
cosine similarity as follows,

                                      (1)

Where,  and  are the test case specifications in
dataset ‘D’.With the estimated cosine similarity values,
an adjacency matrix is constructed. The mean of the
similarity values is estimated for determining the
weight of the test cases. Based on the weight value, the
test cases are prioritized using weight based
prioritization technique as follows,

Sort (         )

For each Test case

         (2)

End for

Apply priority based on Weight value

The number of nodes in the distributed cloud
environment is initialized as the number of clusters,
then based on the number of nodes, the test cases in

Fig. 1. Comparison of execution time for the existing
and proposed methods
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the adjacency matrix are clustered using K-Medoid
algorithm. The key objective of the proposed algorithm
is to minimize the target function represented as
follows,

           (3)

Where, k denotes the number of clusters,       denotes
the cluster and                  represents the target function.
The test cases are prevented from the security threats
of the cloud using Attribute-key based ECC algorithm.
The suggested algorithm assigns the node ID of a node
as its attribute key. The generated attribute key is
maintained in the hash table with the corresponding
node information. With the generated attribute key,
the ECC algorithm encrypts and decrypts the clusters.
Both the encryption and decryption processes consume
the same private key and public key.  The execution of
the test cases is based on the cache memory. When a
test case gets failed in their execution, it is eliminated
from the cache memory for optimizing the memory
space.The analysis of execution time for the existing
K-Mean, hierarchical clustering, and the proposed
weight based K-Medoid algorithm is depicted in Fig.
1. The analysis results prove that the proposed weight
based prioritization method provides minimal
execution time than the existing algorithm.

Contribution 2: Clustering the failure logs using
Feature Subset Selection-Distance based K-Means
(FSS-DKM) algorithm

When the cloud users execute the test cases as a
Software as a Service (SaaS) they may encounter
various faults.  Thus, to provide an efficient software
fault prediction, these faults should be categorized.
But, as the error logs are provided by various users,
the size of the error logs is generally big. Thus, to
address this issue, an efficient Feature Subset Selection-
Distance based K-means (FSS-DKM) algorithm is
proposed. The FSS algorithm is used for preventing
the redundant and irrelevant features. After
eliminating the irrelevant data, the remaining features
are clustered using the distance based K-Means
algorithm. The suggested algorithm estimates the
distance between every object and every cluster for
allocating the object to the nearest cluster then estimates
the mean for every cluster to update the cluster center.
The suggested approaches are implemented and their
results are compared with the results of the existing
approaches.

As the irrelevant and redundant features affect the
accuracy and efficiency of the clustering process, an
FSS algorithm is proposed.  The FSS algorithm exploits
a bottom-up hierarchical clustering approach for
clustering the features into groups. At first, the
similarity between every pair of features are estimated
then based on the similarity values, the features are

clustered into a single cluster. The same process is
repeated till the similarity between two clusters is less
than the threshold ‘’.

     (4)

After clustering the features, the similarity between the
clusters are computed and the similar clusters are
combined into a single cluster. The same process is
repeated till the similarity between two clusters is less
than the threshold ‘è’.  After eliminating the irrelevant
features, the remaining features are clustered using
distance based K-means clustering algorithm. The
suggested algorithm includes two major steps such as
estimation of the distance between every object and
every cluster for allocating the object to the nearest
cluster and estimation of the mean for every cluster to
update the cluster centers.

CONCLUSION

In this research work, the test cases in the distributed
cloud environment are tested by the clients and the
error logs of all the test cases are clustered for making
the suitable software fault prediction. In the initial
phase of this research work, the test cases are
prioritized using weight-based prioritization
technique and executed in the distributed cloud
environment. To validate the performance of the
suggested technique, it is compared with the existing
K-Mean algorithm, Hierarchical algorithm, TCP, ART,
LBM and greedy approaches for the metrics such as
percentage of defect detected, percentage evaluation
of test case, entropy, execution time, test case execution
time, prioritization time, user acceptance testing, and
scalability testing. The comparison results show that
the suggested algorithm provides optimal results for
all the metrics than the existing techniques. In the
second phase of this research work, the irrelevant error
features are eliminated using the proposed FSS
algorithm. The distance based K-Means algorithm
clusters the test cases based on the failure behavior.
To validate the performance of the proposed FSS-DKM
approach, it is compared with the existing PDPCM
algorithm for the metrics such as time consumption,
error rate, Adjusted Rand Index (ARI). When compared
to the existing PDPCM algorithm, the suggested FSS-
DKM approach provides optimal results for all the
metrics.
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